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ABSTRACT
HTTP/2 was recently standardized to optimize the Web by promis-
ing faster Page Load Times (PLT) as compared to the widely de-
ployed HTTP/1.1. One promising feature is HTTP/2 server push,
which turns the former pull-only into a push-enabled Web. By en-
abling servers to preemptively push resources to the clients without
explicit request, it promises further improvements of the overall
PLT. Despite this potential, it remains unknown if server push can
indeed yield human perceivable improvements.

In this paper, we address this open question by assessing server
push in both i) a laboratory and ii) a crowdsourcing study. Our study
assesses the question if server push can lead to perceivable faster
PLTs as compared to HTTP/1.1 and HTTP/2 without push. We base
this study on a set of 28 push-enabled real-word websites selected in
an Internet-wide measurement. Our results reveal that our subjects
are able to perceive utilization of server push. However, its usage
does not necessarily accomplish perceived PLT improvements and
can sometimes even be noticeably detrimental.
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1 INTRODUCTION
With the advent of HTTP/2 as a replacement of HTTP/1.1, the Web
is currently experiencing a major protocol shift. Given its simplicity,
HTTP/1.1 (H1 for the remainder) has become the first choice [17]
for realizing a plethora of desktop and mobile applications, which
is reflected by traffic shares of ≥ 50 % in Internet’s core [1]. Despite
its widespread use, the increasing complexity of the Web lets the 20
year old H1 suffer from inefficiencies impacting the Page Load Time
(PLT), especially with regard to parallelization, e.g., Head-of-Line
Blocking (HOL Blocking). As a result, techniques such as domain
sharding, i.e., distribution of content to different servers to allow for
connections in parallel, or resource inlining, i.e., merging resources
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into the page itself to save requests, emerged. However, even those
techniques introduce problems, such as under-utilized connections
or not providing the possibility to cache inlined resources [9].

To tackle the inefficiencies of H1, its successor HTTP/2 (H2) [2]
was standardized in 2015, with the reduction of PLT as its primary
goal. New components of H2 are request and response multiplexing
into parallel streams, stream prioritization, and header compression.
It has been shown that these components can lead to (perceivable)
PLT improvements, but also to PLT degradation [3, 21, 22]. One
key feature is H2 server push, which enables servers to specula-
tively push objects to the client without an explicit request. By
saving request-response round-trip times for these objects, it has
the potential to reduce the overall PLT. Despite this potential, it
remains unclear if push can indeed lead to human perceivable PLT
improvements.

The goal of this paper is therefore to address the following open
questions in a user study: i) Can H2 server push yield perceivable
PLT improvements relative to H1 and H2 without server push in a
pairwise comparison? ii) How is the perceived PLT improvement
in line with underlying existing technical metrics, e.g., SpeedIn-
dex? iii) Can server push be the differentiator of faster perception
between H1 or H2? Answering these questions is relevant to as-
sess whether current engineering and standardization efforts are
indeed sufficient to optimize the web browsing experience. The
contributions of this paper are as follows:

(1) We provide the first assessment of H2 push on end-user per-
ception. By assessing if push-enabled websites are also per-
ceived to load faster than their H1 or plain H2 counterparts,
we answer the question on whether push is an engineering
effort worth pursuing to optimize the Web. Therefore, we
conducted a controlled laboratory (28 participants) and a
crowdsourcing study (323 participants). These pave the way
for follow-up quality assessment-studies.

(2) Our findings indicate that H2 push is no silver bullet to opti-
mize the Web. When used properly, it can result in websites
that are perceived to load faster. However, we also identified
situations in which push has opposite effects. These findings
provide the baseline to derive guidelines on proper push
usage to optimize end-user experience.

We present information on the history of H2 and its charac-
teristics in Section 2. Subsequently, we summarize related work
regarding the global H2 adoption, Web QoE, and the current use
of H2 server push in Section 3. Moreover, we describe how we
selected websites as the basis for our study in Section 4 and discuss
our study design in Section 5 in detail. We present and analyze the
study results in Section 6 and conclude our work in Section 7.
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2 BACKGROUND: H2 AND SERVER PUSH
H2: The initial starting point and some of H2’s key features are
rooted in Google’s attempt to replace H1 by SPDY. Meanwhile,
SPDY has converged to H2, which has been finalized and standard-
ized in May 2015 [2]. The major difference between H2 and its
predecessor H1 is that it is a binary instead of an ASCII protocol,
thus enabling easier framing and more efficient processing [9]. In
addition, H2 is able to multiplex requests and responses on parallel
streams, identified by stream IDs, over a single TCP connection.
These streams can be prioritized, depending on their importance
for the browser’s rendering process. H2 preserves the H1 paradigm
of a stateless protocol, i.e., header information for the same con-
nection can be repetitive. To reduce this redundancy overhead, H2
enables header compression [16]. Although not explicitly required
by the standard, all major implementations use H2 over TLS [9] for
security reasons, which increases protocol overhead.
Server Push: Aiming to optimize the user experience by reduc-
ing the overall latency, H2 adds the server push feature. It enables
servers to preemptively push resources to the clients without ex-
plicit request, e.g., also send a stylesheet upon index request, thus
saving request round-trip times. This is in contrast to the traditional
pull-only Web, where the browser would first request the body page,
parse it, and then explicitly request all embedded objects. Thus,
the potential to improve the PLT and the overall web experience
render server push a key feature of H2. Its importance motivates us
to assess if push can indeed yield perceivable PLT improvements.

3 RELATEDWORK
H2Adoption & Performance. The first empirical understanding
of H2 and SPDY adoption for popular domains was provided by
scanning the Alexa Top 1M list [22]. These scans indicate a growth
of H2 adoption from 1.4 % in November 2014 to 3.6 % in October
2015 [22]. We assess this adoption in a follow-up study [24] and find
only few push-enabled websites. Besides this adoption analysis, a
much larger body of related work focused on the performance of H2
(or its predecessor SPDY) compared to H1 in various network setups
or real world traces [6, 8, 22, 23]. All of these works utilized PLT
as objective metric to compare website performance. Performance
increases and even decreases (expressed in PLT) are observed, e.g.,
depending on the website’s structure or object sizes.
Web QoE. Approaches to map PLT to user perceived quality es-
timates are the focus of many Web QoE studies (see e.g., [18])
and the ITU-T standard G.1030. Beyond, studies have investigated
time-dependent properties of PLT in Web QoE [12] and identified
situations in which the PLT is insufficient to capture the Web QoE
(see e.g., [10, 14]). Particularly for H2, it has been shown that i)
H2 can yield noticeable QoE improvements [21] but ii) that tech-
nical metrics such as PLT do not always capture QoE and thus
new models are needed [3]. Beyond the PLT, the websites’ visual
appeal [19, 20] has been shown to be a key influence factor.
H2 Server Push. While the assessment of H2 as defined in the
standard [2] has recently received attention, the implementation
and usage of push as key web performance optimization feature is
not (yet) defined. Thus, the critical question on which resources to
push when (push policies) is left to developers and system adminis-
trators. In the absence of standardization, recent works attempt at
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Figure 1: Speedup of H2 with push vs. H1 and H2 without
push for 526 Websites using H2 server push

filling this gap by providing first push policies. With an additional
signaling of the client’s current cache state to the server, server
push can yield bandwidth savings in cellular networks [11, 15]. In
the absence of such an additional signalling channel, the server can
select pushable objects based on their size [5]. Other works pro-
posed to use push for quickly delivering objects with high priority
at an early stage of the web request, based on tracking object de-
pendencies [4, 23]. Despite these first efforts, the question on when
and how to use push remains far from being settled. Importantly, it
is also unknown if push as key feature indeed is a silver bullet to
optimize the web experience, motivating our study.

4 SELECTING PUSHINGWEBSITES
Since it is unknown which push policies are currently used in
practice and to base our study on a realistic set of push-enabled
websites, we start by performing Internet-wide measurements to
identify H2 enabled websites using push.
Internet-wide measurement. To probe the Internet for H2 sup-
port, we scanned domains from the Alexa 1M and the complete
.com/.net/.org set, and additionally scanned the entire IPv4 space
using ZMap [7]. As of January 2017, this provided us with a set of
5.38 M sites supporting H2. Subsequently, we visited each site using
nghttp2—an H2 capable C library—and identified 7 K websites push-
ing resources on their landing page. Further inspections showed
that ≈ 6.5 K sites belong to a domain parker, which uses the same
template and push behavior on each site, leaving us with 526 unique
websites. For more specific information about the measurement
methodology, we refer to [24].

To turn our 1 Gbit/s campus network into a more typical home
user environment, we use the Linux tc utility to limit the network
bandwidth to 16 Mbit/s downlink and 1 MBit/s uplink. We addition-
ally added 50 ms symmetric delay. Finally, we automate Chromium
58 using the Selenium framework to visit these websites and mea-
sure their PLT in an end-user browser. We measure the PLT as the
difference between the navigationStart and loadEventStart
events obtained from the W3C Navigation Timing API. The afore-
mentioned procedure is repeated for different protocol settings,
e.g., H1, H2 with push, and H2 without push, for 31 repetitions each.
Since push is enabled in Chromium by default, we modified the
browser to disable/enable push via the SETTINGS_ENABLE_PUSH
protocol flag. Moreover, each individual run starts with a fresh
browser profile, a cold browser cache, and QUIC disabled (to en-
force TCP as the same transport protocol for both H1 and H2).
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Figure 2: Relative difference in PLT (∆ PLT) for the websites
(p1-p28) selected for the user study.

Figure 1 shows the measured PLT as the relative median increase
(∆PLT < 0 on the left) and median decrease (∆PLT > 0 on the right)
for the three conditions. We select a threshold of 5 % PLT difference
to decide, if a website was faster or slower than its respective coun-
terpart. These results already indicate that some websites benefit
from push, while other detriment—expressed by slower PLTs. As-
sessing if these increases or decreases are perceivable is the core of
our study.
Website selection. Out of the overall set of 526 push-enabled
sites, we selected 28 for our study as follows: We i) exclude websites
where the PLT measurements exhibit low stability, i.e., overlapping
deviations from the mean. Moreover, we ii) select websites with a
reasonable loading time, i.e., PLT < 10 s. Finally, we iii) grouped
websites into three groups: (a) websites that either exhibit no or
only marginal PLT improvement (i.e., < our 5% threshold), and
websites that (b) exhibit an increase or (c) a decrease in PLT for
various protocol comparisons. The resulting set consists of 28 web-
sites from various categories including online shops, entertainment,
personal blogs, or news. Figure 2 depicts the relative median PLT
difference across the different conditions. Following [3], we inspect
each website to look complete and correct (e.g., no missing objects)
and that no offensive or adult content is included.

5 STUDY DESIGN
To assess perceivable differences in the loading times of the same
websites transferred via two protocol variants (e.g., H2 push vs.
H2 without push), we design a pair-wise comparison study follow-
ing [21]. That is, we display the loading process of both variants of
a website as video side-by-side and ask the subject “Which version
loaded faster?” with the options “Left”, “No Difference”, and “Right”.
This pair-wise comparison allows to detect even subtle differences
in the loading process by push. Which, if exist, can then be assessed
in a follow-up quality assessment to derive a QoE model.

Condition Definition
C0 Control (same video, e.g., H1 vs. H1)
C1 H1 vs. H2 without push (or vice versa)
C2 H1 vs. H2 with push (or vice versa)
C3 H2 w/o push vs. H2 with push (or vice versa)

Table 1: Tested study conditions

Study Users Gender Age Expertise Online [h]
~, |, { <25, 25-31, >31 −, �, + <4, 4-8, >8

Lab 28 6, 21, 1 6, 20, 2 0, 9, 19 7, 11, 10
Crowd 323* 72, 246, 5 143, 119, 61 7, 95, 221 86, 130, 107

Table 2: Overview of study participants. *Resulting set after
applying all filter levels.

Conditions. The study is based on our selection of 28 websites (see
Section 4), which were requested via different underlying protocols,
i.e., H1, H2 with push, and H2 without push resembling our study
conditionsC1–C3 (see Table 1). Our additional control conditionC0
shows the same loading process on the left and on the right side
and we expect the participants to select No Difference.
Loading process displayed as video. To ensure that every sub-
ject rates the same stimuli, we record videos of the websites’ loading
and rendering process. This way, we fix the rated loading process
to guarantee that it is not influenced by any network characteristics
out of our control. To record the videos, we utilize the browser-
time1 framework to capture the browser’s window. We capture
each website in each conditionC1–C3 31 times and select the video
corresponding to the median PLT over all visits. Finally, we gener-
ate single videos of side-by-side combinations of this set of three
videos following the Cartesian product, i.e., we create one video
showing two website loads side-by-side to guarantee a synchro-
nized playback. Thereby, we obtain a total of 9 videos per website,
i.e., 6 videos showing condition C1–C3 and 3 videos showing the
control condition C0 for each of the three protocol variants. Fur-
thermore, we provide the option to replay a video before submitting
a vote.
Studyprocedure. First, we show a screen explaining the study pro-
cedure. Second, we obtain the following demographic data: i) Gen-
der, ii) level of Internet expertise, iii) age, and iv) time spent online
per day. The last two items are presented as pre-defined intervals
(e.g., age “25–31”). Last, we show the videos, one video per-screen.
Implementation. We implemented our study as a website us-
ing the TheFragebogen.de framework, which is a HTML5-based
javascript framework to realize paperless questionnaires. Following
crowdsourcing best practices [13], we instructed the framework to
capture additional metadata: i) time spend on each rating screen,
ii) focus changes (e.g., leaving the browser window), iii) screen
resolution, iv) stalling events or loading errors, v) number of user-
triggered replays per video. Moreover, we save information about
the browser and the timezone that was configured at the client. Our
study is available at https://userstudy.comsys.rwth-aachen.de

5.1 Laboratory Study Design
Environment. To obtain ratings from a controlled environment
complementing the (potentially noisy) crowdsourcing study, we
first conducted a laboratory study at our institute located in Aachen
(Germany). The study was performed in an office environment on
1https://github.com/sitespeedio/browsertime



Internet QoE ’17, August 21, 2017, Los Angeles, CA, USA Torsten Zimmermann, Benedikt Wolters, Oliver Hohlfeld

a fixed desktop computer with a 19” TFT screen and a mouse to
complete the questionnaire. To limit the effect of changing light
conditions from outside, we lowered the blinds and switched on the
ceiling lights. The examiner was present during the study to answer
questions and notice anomalies in the procedure. We interviewed
the participants afterwards, if they noticed something special or if
there were any problems in participating in the study.
Design. Our study involved 28 unpaid participants, summarized in
Table 2. For age and time spent online per day, we show the median
selected interval and merge the remaining selections. The study
design follows a latin-square within-subject design. That is, we se-
lected one condition per website that was assessed by every subject
in random order. The assessed 28 different websites include all con-
ditions C0–C3 with a particular focus on C3 (16 websites) to assess
the impact of push. The median study duration per participant was
273.72 s. Note that we assess the full range (i.e., all conditions per
website) in our crowdsourcing study.

5.2 Crowdsourcing Study Design
To obtain a larger user base and to assess all conditions for each
website, we additionally performed a crowdsourcing study. The
study was advertised via social networks to reach a diverse set of
participants. We further targeted the e-mail list of students attend-
ing lectures at our institute. In contrast to the laboratory study, the
participants now only rate a random subset of 8 websites to keep
the study duration short (median duration per participant 114.37 s).
Out of these, one website (chosen at random) always serves as con-
trol condition C0. The remaining 7 stimuli show websites subject
to conditions C1–C3 (website and condition chosen at random).
Filter levels. Following best practices [13], we use filter levels
to remove unreliable participants. We i) remove participants with
corrupted or incomplete data. Next, we ii) remove participants that
changed the focus away from our study website, and we iii) remove
all participants that voted but did not watch the video until the
first visual change. In the last—and most conservative—step, we
iv) remove all participants that provided wrong answers (i.e., not
selecting No Difference) to the control condition C0. We summarize
information on participants remaining in the crowd study after
filtering in Table 2 (82 out of 405 participants removed).

6 RESULTS
Notation. We refer to individual web pages in our set as pi , where
i ∈ [1, 28] denotes the page number. To measure the agreement, we
define verdict as the average over all votes per condition. We encode
each vote as follows: −1 for left, 0 for no difference, and +1 for right.
As a result, a verdict of 1 (−1) indicates that the right (left) video is
perceived faster (100% of all votes). A verdict of 0 indicates either
no difference (i.e., 100% of all votes) or disagreement (e.g., 50% of
all votes for left and 50% for right).

6.1 General Observations
We begin by comparing the vote distribution of lab vs. crowd par-
ticipants. Therefore, we compare the verdict for every condition
tested in our lab study to the same conditions in our crowdsourcing
study in Figure 3. We remark that a larger number of conditions
per website was tested in our crowdsourcing study and thus only
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Figure 4: Combined results (Lab + Crowd) for all 28 websites
and 3 conditions. The y-axis shows support for both protocol
variants above or below 0 and is centered atNo Difference (0).
Moreover, we show how often users replayed the video.

a subset can be compared. A similar voting distribution in both
participant populations can be observed (median error between
both groups is 0.095 ± 0.085), suggesting that votes of our crowd
participants (after filtering) are as reliable as of our lab participants.
Thus, we combine both populations in the remainder of this section
to reason on a larger population.

Further, we observe agreement among participants for a larger
number of tested conditions, indicated by verdicts of ≈ −1 (≈ 1) and
of 0 for the control condition. We therefore analyze these conditions
in detail and start by depicting the absolute number of votes for
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each page pi for every condition C1–C3 in Figure 4 for the com-
bined data set. Since the websites and conditions in the crowd study
were chosen at random for every participant, their number of votes
differs with an average of 34.83 votes and a minimum of 17 votes.
Moreover, the average number of user-triggered video replays per
user correlates slightly (r = 0.58) to the verdict, i.e., videos with a
low verdict presenting cases that are more challenging to distin-
guish (in particular no difference scenarios) have slightly higher
replay counts. Moreover, we observe agreement in participants’
verdict for a large set of scenarios, i.e., in 58.33% (84.52%) of scenar-
ios the vote is more than 75% (50%) in favor of one video. However,
this level of agreement differs by condition.

6.2 H1 vs. H2: Is Push the decisive Factor?
H1 vs. H2. Comparing user votes between each individual condi-
tion allows us to evaluate whether push is the determining factor
in the user-perceived performance between H1 and H2. Thus, we
investigate whether there are differences between votes for H1 and
H2 (cf. Figure 4, top vs. middle), when push is enabled or disabled.

First, we observe that H2 push was perceived faster for pages p1–
p16 by ≥ 59.09% of votes compared to H1 (C2, green bars). However,
considering the case H1 vs. H2 without push (C2), we see that
those websites already had a vote towards H2 (> 50%) and likely
already benefit from other H2 properties than push. Only p13 and
p15 exhibit changes in their votes in favor of H2, when push is
enabled. In this case push contributes to the faster perception of H2.
In the following, we discuss possible effects causing this resulting
perception for p13 in detail.
Case Study 1: p13 is a sports website with only 13 resources.
Here we find H1 to perform well since we observe only little
HOL Blocking (< 10 ms). When using H2, the server does not ad-
here to the stream priorities specified by the browser. As a result,
some requested resources are not delivered in the order requested
by the browser, impacting the rendering performance and dimin-
ishing the overall H2 performance (H1 is faster). However, with
H2 push the server pushes two render critical stylesheets, that con-
tain links to font files. Without push the browser would have to
request the stylesheets explicitly and subsequently after retrieving
the stylesheets request the missing font files. Thereby, pushing the
stylesheets reduces the overall time (H2 push is faster than H1).

Moreover, some pages do not benefit from push, when compared
to H1: we observe that forp21–p28 H1 was perceived faster (>50 % of
votes) than H2 with push (C2, cf. Figure 4, middle). This observation
can be attributed to push, e.g., for p22, p25, or p27 the use of push is
perceived as slower than H1 while H2 without push is perceived
faster than H1.
H2 vs. H2 push. When presented with C3, i.e., H2 push vs. H2
without push, 10 (15) pages were perceived to load faster with push
by > 80% (> 50%) of the votes (green bars in Figure 4, bottom).
Here, websites benefit from using push. However, push can also
yield detrimental effects: 5 (9) pages were perceived faster without
push by > 80% (> 50%) of the votes (yellow bars). Here push lets
the participants not perceive the web faster. In the following, we
discuss the possible technical reasons for one exemplary website.
Case Study 2: p22 is an example of harmful push usage. Six render-
critical resources are pushed, i.e., the resources are necessary to
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Figure 5: Subjective user ratings vs. technical metrics. Good-
ness of the fitted functions indicated by MSE. We show the
absolute normed difference for the metrics.

render above-the-fold content. However, those pushed resources do
not only arrive in an suboptimal order for the browser to process,
they also delay the initial HTML response, hindering the browser
to discover additional resources beyond the pushed resources (e.g.
3rd party content) required to render. When comparing H1 and
H2 with push, the firstRender is delayed by 277 ms in the case of
push, i.e., the page is rendered partially sooner but incomplete.
Interestingly, although the page starts to render later in the H2 case
the overall rendering process is faster using H2 push compared to
H1, still 70.59 % subjects voted in favor of the earlier H1 scenario.

Comparing the results forC3 withC2 further allows us to identify
cases where detrimental push usage does not change the overall
perception between H1 and H2. Exemplary, forp14 push is perceived
as slower. However, this does not change the faster perception of
H2 in general for this page. Conversely, p26 indicates that even
though H2 push was perceived faster than H2, H1 is still perceived
faster than H2 push.

6.3 Metrics vs. Perception
Typically, websites are assessed by technical metrics (e.g., PLT,
Google’s SpeedIndex, Time of FirstVisualChange / FirstPaint). Hence,
we are interested if these are correlated to the subjects’ votes
(i.e., verdict), as our initial measurement identified pages where
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push has positive as well as negative effects on the PLT (recall
Figure 1(b)). Therefore, we obtain several technical metrics from
the browser and plot these against subjects’ votes in Figure 5. We
observe that the vote is correlated to the relative difference in the
metric, following a fitted sigmoid function. Moreover, we note a
tendency towards one scenario when the intra-scenario difference
between the underlying metrics is high (e.g., large PLT differences).
In other words, the higher the difference in the objective metric,
the higher the likelihood that the difference is being perceived by
our participants. Still, we observe few outliers where the relative
difference in the metric disagrees with the subject’s vote. Exemplary,
this is the case for PLT (C2, upper right quadrant) and FirstVisu-
alChange (C3, lower left quadrant) in Figure 5. For the case of web
engineering, these outliers can, however, still be relevant. This is
in line with related work that focused on the mapping of technical
to subjective metrics [3, 10, 14], indicating that technical metrics
often fail to predict human perceived quality. As an example, we
provide two case studies for concrete outliers in the following.
Case Study 3: For p15 the median PLT of H2 push is 345 ms slower
than H2 without push, however, the participants still prefer the
slower H2 push (94.44 % of votes). This is a case where the un-
derlying metric significantly diverges from the user perception.
Examining the page, however, we find that the time of the FirstVi-
sualChange and firstPaint is significantly faster in the H2 push case
than the PLT. In the push case Chrome spends more time processing
the pushed resources before requesting an analytics javascript that
does not contribute to the visual progress of the page.
Case Study 4: For p8 the time of the FirstVisualChange is 618 ms
slower in the push case. Still, 96.43 % voted in favor of H2 push. We
find that the page consists of 6 resources including a small image
and two fonts. The majority of page content is textual and thus the
fonts are required to display the text. By inspecting the captured
video, we find that in the H2 case without push the small image is
partially displayed sooner but the text renders significantly later.
In the push case stylesheets and fonts are pushed, thereby enabling
the browser to render the main content of the page faster, but the
time of FirstVisualChange is delayed.

These examples highlight the complexity of proper push usage
that should optimize subjective perception by humans rather than
technical metrics. Moreover, during our analysis, we noticed that
technical metrics do not necessarily correlate, further motivating a
human-centred rather than technical optimization of websites.

7 CONCLUSION
The goal of our work is to elucidate the influence of H2 server push
on the human perceived loading times of websites. Based on our
results, we argue that push is no general silver bullet to optimize the
Web. When used properly, it can lead to websites that are perceived
to load faster than their H1 or plain H2 counterparts. However, we
also observe cases in which push leads to slower loading times and
to websites that are not perceived to load faster. Here, the usage of
push is detrimental for the website operator and we find reasons
for this to be rooted in numerous page-specific aspects.

Further, we find that only optimizing technical metrics (e.g., PLT)
does not generally result in websites that are also perceived to load
faster. Currently, little is known on optimal server push usage.

Hence, we posit that a deeper understanding of server push is
needed to provide guidelines on appropriate usage. As illustrated
in the analysis of our study, these guidelines need to not only incor-
porate technical metrics, but also account for end-user perception.
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